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Pega NLP overview

Description

Gain a greater understanding of the key features, capabilities, and benefits of Pega natural
language processing in decision management context. Businesses are exploring ways to
utilize language processing. With Pega NLP you can analyze and extract meaningful
information from a large amount of text by using text analytics to improve business
performance and customer experience.

Learning objectives
e Explain text analytics in Pega NLP context.

e Describe practical use cases where text analytics can be used.



Text analytics

Today, digital sources such as news, blogs, social media, emails, and chatbots generate
continuous text. Text analytics helps to transform large amounts of text into a structured
format so that your applications can use the text to optimize processes such as email
routing, automatic chatbot interactions, or entity extraction.

Transcript

Learn about text analytics and how it is helps determine customer sentiments and needs.

Consider this complaint from a customer to a customer service department.

I've been a customer of UPlus for over 5 years. | love the cell

phone connectivity. But now | am being overcharged for the
services in the August-2017 billing statement.

Humans can understand the implications of a piece of text by summarizing, elaborating, or
even rephrasing it while preserving its original meaning. The challenge for humans comes
when text exists on a large scale.

40 J
. a0
lip
News Blogs Social media
o
— |Z
Emails Chatbots CSrecords



Consider a company with tens of thousands of customer service records in text form.

The company wants to route all complaints automatically to the customer service
department. Then, it wants a report to understand whether customers are satisfied with
various products and services. The company must find a way to process and extract the
text, and text analytics is the most efficient and effective way to accomplish this task.

Text analytics is the process of deriving valuable information from text.

Text Analytics
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It involves converting large amounts of text into structured data that can be analyzed using
statistical methods. There are three main steps involved in text analytics:

1. Language detection
2. Natural language processing

3. Store results and analyze



Text Analytics Process

Language detection Natural language processing Store results and analyze
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First, the system collects data from a source, such as social media, emails, chatbots, or
customer service records. Second, natural language processing techniques are applied to
extract specific attributes from the text and present them as structured data. And third, the
extracted structured data is stored and analyzed.

Natural language processing is a field of computer science, artificial intelligence, and
computational linguistics concerned with the interactions between computers and human



language.

Natural Language Processing

A L

In particular, it is concerned with programming computers to process large volumes of
natural language text fruitfully. At a high level, the following analyses occur during natural
language processing.

Syntactic analysis analyzes the structure of text and recognizes, for example, nouns, verbs,
and adjectives. Semantic analysis establishes the meaning of a piece of text and the
relationship between words and sentences. The linguistic analysis phase determines the



exact meaning of the text.

High-level analyses

Syntactic analysis Semantic analysis Linguistic analysis

Study of the meaning. Study subtle nuances
in a language.

Study of the structure.

Establish relationship
between words and Ascertain the true
sentences. meaning of a sentence.

Find words, word roots,
phrases, and sentences.

The processing of the text from the customer who claims that they were overcharged
produces a series of outcomes. First, the analysis detects the language because this action
is a prerequisite for the next steps.

Outcomes

I've been a customer of UPlus for over 5 years. | love the cell phone connectivity. But now |
am being overcharged for the services in the August-2017 billing statement.

Language detection English

Overall: Neutral 2nd sentence: Positive

Sentiment detection :
Ist sentence: Neutral 3rd sentence: Negative

Billing/Payment > Accuracy

o] S/t SR Service Experience > Call Quality

NN\

Uplus
August-2017

Entity extraction




Then, the analysis detects the sentiment of the text as positive, negative, or neutral. The
sentiment is the general attitude expressed towards a subject by the author of the
message. The analysis reports the overall sentiment and sentiment for each sentence.

The analysis classifies the text into one or more predefined topics, such as the business
functions of a company. It also reports the sentiment of the corresponding sentence for
each category that it detects. Entities refer to the proper nouns found in the text (such as
names of people, places, dates and times, and organizations), which helps establish the
subject of the text.

You have reached the end of this video. You have learned:

e What text analytics is.
e How text analytics process works.

e What natural language processing is and how it works in text analytics.

10



Pega NLP overview
Introduction

Pega natural language processing (NLP) focuses on text categorization and text extraction.
Discover how the system uses Pega NLP to route incoming emails based on the topic of the
email, and how NLP drives a chatbot to automatically detect the topic of the message,
extract necessary entities, create a case, and then route it to the correct customer service
workbasket.

Transcript

This video introduces you to Pega NLP, a feature of the decision management capability of
Pega Platform. You can apply decision management to any application that uses Pega
Platform, which makes it highly versatile.

Pega NLP uses text analytics predictions to detect the topic and entities that are included in
the message. For example, a company has an email channel where its customers can send

any email.

U+ Bank customer support

ubanksupport@enablement.com

Suggested cases
Close Account, Account Address Change, Dispute
Transaction (Case/Cover), Report a lost or stolen card

Suggested replies
Apology, Clarification, Thank You

A text prediction drives the email channel. Consider this email sent by the customer
through the company’s email channel. The text prediction aims to detect the topic of the
email and route it to the appropriate department.

Apart from the topic detection model, the prediction also includes an entity extraction
model that can extract entities from an email. It can automatically detect and extract certain
entities such as an account number, email address, or street address. This functionality
allows to automatically process or prioritize emails.

In addition to topic detection and entity extraction, Pega NLP detects the sentiment of an
email based on its content. The sentiment score ranges from -1 to 1 and is negative,
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positive, or neutral.

Customer's email
TeXt pred iCtiOh [~~] Subject: Incorrect Address =

U+ Bank customer support

*

° customer1 to ubanksupport &Reply :
T ic detecti on Nov 16,2022 7:02:12 ~
OopIC detection z
p Subject: Incorrect Address

Hi U+ Bank,

I have noticed, in my last account statement, you have used
* a wrong address. Please change my mailing address to read:
222 West Las Colinas Blvd., Irving, TX 75039,
USA, effective immediately. And I'm happy to have a fresh
email address: saral@gmail.com.
Cheers, Sara Connors

U+ Bank customer support Nov 16, 2022 l

Open prediction

( ThankYou ) ( Clarification ) ( Reply templates v )

This functionality offloads work from customer service representatives, speeds up the
process, and improves the customer experience.

Multiple channels can use the Pega NLP feature. For example, an airline sets up a chatbot
channel to speed up customer service by automating the ticket cancellation process.

When Troy, a customer, sends a message to the Airline chatbot that he wants to cancel his
ticket, the text prediction detects the topic of the message and runs the Cancel a

ticket case type that an application developer preconfigured in the system. The case type
contains the conversation flow that the chatbot uses in conversation with Troy. The chatbot
uses entity extraction models to detect entities such as the ticket number, includes all
necessary information in a case, and routes it to a correct customer service workbasket.

12



In App Studio, you can test the chatbot in the preview console.

Preview console
Show analysis Reset

928 AM &

| want to cancel my ticket number AAL325

#cancel ticket
Create case: Cancel a ticket

0.279 sec Neutral ( 0.0)

I want to cancel my ticket number
Language
English

Entity types

Topic Confidence

#cancel ticket 91%

Start case - Cancel a ticket - CA-2
9:28 AM

Do you want to cancel your ticket?

Yes

You can turn on the Show Analysis switch to see the chatbot details. Notice the customer’s
message. The topic detection model detects the topic of this message with 91 percent
confidence, and the entity extraction model identifies the ticket number. Chatbot collects
this information, includes it in a case, and then automatically routes it to a customer service
representative for further processing.

Predictive models drive predictions. A data scientist manages predictions in Prediction
Studio.

Prediction Studio is the dedicated workspace in Pega Platform where you manage the life
cycle of predictive models and the predictions that they drive.

The workspace provides data scientists with everything they need to monitor and change
predictions.

13



This is the Predictions landing page, where you manage predictions. Pega NLP uses Text
analytics predictions.

Text analytics predictions

U+ Bank customer support Airline
pylnteractionTA + * pylnteractionTA
- <> <> +
Sep 5, 2022 p s
' B U+ Bank customer support Maw 30, 2022 Airline Nov 30, 2022 en prediction

Open prediction ; Open prediction

Data scientists build topic detection model in a text prediction by using training data that
they add manually or as a batch.

Data scientists also configure entity extraction in a text prediction. Several methods are
available, including machine learning, Ruta scripts, or keyword-based entity extraction. It is
also possible to use Google AutoML models. The machine learning-based model is the most
versatile but requires training data to function. When adding entity extraction training data,
you can also specify the topic of each message to further enhance the topic detection
model.

ticket_ number

Machine learning RUTA  Keywords

Showing data for entity model : Airline_entities

Upload I want to cancel my flight for
confirmation number

Pending training data * Review status | BER215 |
I want to cancel my flight for confirmation num...  REVIEWED e

Topic
Please cancel my ticket. Reservation number is ...  REVIEWED )

Action > cancel ticket 4
Please cancel my flight. Ticket number is SPM372  REVIEWED 3

Sentiment

need to cancel my reservation flight from New... REVIEWED
A
> Entities

You have reached the end of this video. You have learned:

e How Pega NLP allows you to improve business processes by using predictions.

14



e How topic and sentiment detection models and entity extraction models drive text

analytics predictions.

e That machine learning models require training data.

15



Text analytics for email routing

Description

Humans can effortlessly interpret a single tweet but are unable to parse a large volume of
information efficiently. Businesses are exploring ways to use machine learning to extract
meaningful information from a large number of text messages. Learn how a text prediction
can work to detect topics, extract entities, and identity the sentiment for incoming emails.

Learning objectives
e Explain text analytics
e Describe practical applications where text analytics can be used
e Describe the role of machine learning in text analytics

e Explain how text predictions are trained on classified messages

16



Email routing
Introduction

A company has an email channel where its customers can send any email — from service
requests to compliments to sales inquiries — to the product support team. This email
variety makes it difficult to provide each customer with a prompt and personalized
response. Pega Infinity™ uses Al-powered text analytics to perform intelligent email routing.

Transcript
In this video, you will learn how Pega Infinity™ uses Al-powered text analytics to do
intelligent email routing.

Customer satisfaction is a reflection of what a customer expects from a company vs. what
they experience from the company. Meeting, or even better, exceeding customer
expectations means addressing their service requests and complaints promptly, accurately,
and with personalized solutions. Doing this will ensure the customer has a great
experience.

PROMPT ACCURATE

¢

PERSONALIZED

Assume a company has an email channel in which its customers can send any type of email
—from service requests to compliments to sales inquiries—to the product support team.
These emails are often routed to the same container and are uncategorized. This makes it
difficult to provide each customer with a prompt and personalized response.

17



Traditional email routing

X
>

In Pega Infinity, this issue can be addressed by routing the emails using artificial
intelligence. Pega Infinity uses Al-powered Natural Language Processing to detect the topic
of an email and route the email to the appropriate container.

Consider emails from customers requesting an account address change, making a
compliment, or requesting a new credit card. With the help of Al-powered text analytics,
Pega Infinity is able to read and understand the content of each email and route it
appropriately. This means customer service representatives can be alerted to any account-
related service requests and resolve them quickly.

Natural Language Processing

2

=

Email routing is done using the topic detection mechanism. The two types of topic detection
are rule-based and model-based.

18



Al powered email routing

In rule-based topic detection the routing is based on the rules configured in the email
channel. Al-powered text analytics is used to detect the topic of the email, and the channel
rules route it to the right container. This type of topic detection may detect one or more
topics if the email contains words associated with more than one topic.

Let's consider a service request email from a customer. The email content is analyzed and
routed to the right container. If an email from another customer contains words that are
associated with two topics, the rule-based topic detection detects both topics. The email
can then be routed to two different containers depending on how the channel rules are
configured.

Routing based on the rules
configured in the email channel

Al Text analytics is used for
interpreting email content for
routing

Detects one or more topics based on
the email content

In model-based topic detection the routing is based on Al models built by a Data Scientist
using machine learning. Building these models requires a training data set and a test data
set. The data sets consist of a list of emails and the associated topic for each email. This
type of topic detection identifies the most accurate topic based on the Al model and
training set used by the Data Scientist.

Let's consider the same service request email from the customer. The email's content is
analyzed and routed to the right container. If an email from another customer contains
words associated with two topics during the training of the models, the model-based topic

19



detection detects both topics but typically with a different accuracy factor. In this case, the
topic with the highest accuracy factor is chosen.

Routing based on Al models built by the
Data Scientist using machine learning

Al Text analytics is used for interpreting
email content for routing

Detects the most accurate topic as
per the training data

Pega Infinity also enables you to extract entities from an email. This means that when an
email is sent, certain entities such as account number, email address, street address, etc.
can be automatically detected and extracted. This allows certain emails to be automatically
processed or given priority.

Natural Language Processing

Besides Topic detection and Entity Extraction, Pega Infinity uses its Al-powered text
analytics to enable you to detect the sentiment of an email based on its content.

Suppose a customer sends the following email to customer service.

The email's content is a combination of different types of sentences. The first sentence has
a neutral sentiment. In the second sentence, the customer expresses his satisfaction with
the connectivity, so it has a positive sentiment. The third sentence is negative, as the
customer is complaining about an overcharge. The overall sentiment of the email is
determined based on the weight of the content sentiments. In this specific example the
overall sentiment is neutral with a sentiment score of 0.05.

20



I've been a customer of UPlus for over 5 years.

ow | am being overcharged for the

sices in August-2019 billing statement. Neutral (0.05)

The sentiment score is a value between -1 and 1. In the out-of-the-box configuration, a
sentiment score <-0.25 results in a Negative sentiment, a sentiment score between -0.25
and 0.25 results in a Neutral sentiment, and a sentiment score above 0.25 results in a
positive sentiment.

Sentiment Score
1to1

-0.25 to 0.25

Once the email sentiment is detected, you can configure the email channel to route a
specific topic with a specific sentiment to a specialized agent for a quick and personalized
response. For example, you could route an address change with a neutral sentiment to a
Service Agent, a complaint email with a negative sentiment to a Manager, and a credit card
inquiry with a negative sentiment to a Financial Services Specialist.

21
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Manager

;

Financial Services Specialist

In summary, Pega Infinity's Al-based email routing capability enables customer service
representatives to be more productive, reduces request processing time, and improves the
customer experience by providing prompt and personalized service.
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Training a topic model to improve email

routing
Introduction

U+ Bank uses Pega Customer Service™ to route incoming emails to the appropriate
department based on the topic of the email. For several use cases (for example, an address
change), emails are routed based on keywords that are detected in the message. To
improve the email routing, learn how to train the text prediction with a data set that
contains classified messages.

Transcript

This demo shows you how to train a text prediction to improve email routing.

U+ Bank uses machine learning to route inbound messages in the email channel to the
appropriate department based on the topic of the email.

A text prediction that aims to detect the topic of the message drives the routing.

U+ Bank customer support

*

*

U+ Bank customer support
Mar 11, 2021

Open prediction

For example, when Sara writes an email to inform U+ Bank that she has moved to a new
house, the text prediction detects an address change as the topic.
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--;:thd message 7§ Save loDrafts By Atischments: 0 *, Cancel [H| Contacts

from | customeri v | | <customeri@enablement com> v | in Mail

To: |ubanksupport <ubanksupport@enablement com=

CC:
BCC:
Subject: |Moving to a new house

BIDMEEEE G- LB - @ A

Daar U+,

I am happy to inform you that I have found a new house. The address is 330 West Warren Blvd., Irving, TX.

Alzo, | have a new email address; sara@gmail.com

My account number is 123456782

Cheers, Sara Connorg

The Account maintenance department receives all emails where an address change is
detected as the topic of the message.

My Work

Messages & coaching

[:1 Handling account address changes

Service case tip- Address Change: It's Impart,
account addresses up to date. Check out this
benefiy

The bej

Select...
Account Maintenance
Branch processing
Coaching session

| Customer Circumstance

| Customer data rights
Customer suggestions
GDPR requests

General service requests
Inbound correspondence
mMaterial fulfillment
Cutbound Call

QOutbound campaigns
Outbound correspondence
Pending outbound call

LNt

My work Statement copy regquests bri
= Transaction disputes
View queue for | Select.. b

The text prediction also detects entities such as a ZIP Code and an email address and the
overall sentiment of the message.
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=1 emall @EETED

B:ustnm&ﬂ Tue, Mar 09, 05:52 AM ( 42m ago ) -

Subject: Mowving to a new house

Dear L+,

I am happy to infarm you that | found a new house, The mailing address is
222 West Las Colines Bivy).. [0 (£ EEER. LS4

#l50, | have a new email dddress:

Cheers, S5ara Connors

Notice that the topic Account Address Change is detected with 100% confidence.

Text analysis

Collection of all information extracted from this email and attachments

All content i3 Topic Confidence
Eces Account Addr ARy
All entities =ss Change
Email Language
State HEEN
Postal code
City
Other
Topic

Email header info

The intelligent routing is set up in the email channel, in App Studio.

U+ Bank Support

ubanksupport@enablement.com

Suggested cases
Close Account, Account Address Change, Order statement
copy, Dispute Transaction

Suggested replies
Apology, Clarification, Thank You

An email is routed to the work queue of the Account maintenance department when the
detected topic is an address change.
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Complaints are routed to the Transaction Disputes department.

If the address change and complaint topics are not detected, the email is routed to a
default work queue.

Intelligent routing

Process:  First matching action +

R e
e
Route to work queue ¥ AccountMaintenance 4
When Topic ~ | Isequa ~ Account Address Change p o
dlue
Route to work gqueue ¥ | TransactionDisputes 4
When Topic ~ | Is equa ~ | Complaint y +
+ Ad dition
Action Ya =)
nerwise Route to work queus + | InboundCorrespondence

Note that in the When condition of the email routing, you use the outcome of the text
prediction.

Optionally, you can also use the sentiment of the email in the routing conditions.

Topic ~  Isequal ~  Account Ac
Header
NLP S Entities
Condition Topic
n value ~ Decisioning result
ute to work queue v~ Inbou
Language

You can set a threshold for the confidence with which a topic must be detected to trigger
routing.

anficlence threshold

15 Greater Than w 0.8
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Every channel is associated with a text prediction.

Text Analytics  [J Use advanced configuration

Record training data

] Enable subject analysis

Analyze email attachments | Always v

Open Text Prediction [] @
A text prediction is driven by predictive models that detect topics, entities, and sentiments.

Outcomes

Topics

Many entity extraction models, and a sentiment model, are available out of the box.

For topic detection, Prediction Studio supports keyword models as well as machine learning
models based primarily on training data.

A keyword model uses Should words, Must words, And words, and Not words.

Action > Account Address Change

Machine learning Keywords
A single keyword can consist of multiple words. Use tab/enter to separate keywords.
Should words
move X | [ change X address x
Must words
b

And words

Not words

If any of the Should words appear in a piece of text, topic detection assigns that text to
the corresponding topic. To achieve accurate results, create an exhaustive list of Should
words.

Only if all Must words appear in a piece of text, will the topic detection assign that text to
the corresponding topic.

Use And words to distinguish between similar topics while using identical Must words.

27



If a Not word appears in a piece of text, the text is not assigned to the corresponding
topic.

You can test the output of a prediction on a sample message.
Two topics are correctly detected: an address change and a complaint.

Notice that the confidence score for both topics is 1. The keyword model performs a
Boolean match based on the presence or absence of words and detects the topic with
absolute certainty.

~ Topic detection

Granularity Analysis

Document Rule
Topic T Sentimentr SentimentscoreT Model name T Model typeT| Confidence score
Action > Account Address Change Neutral 0 pylnteractionTaxonomy Pega NLP 1.00

It is highly recommended to use a machine learning model for topic detection. It
determines the confidence score based on evidence.

A machine learning model is based on training data that consists of categorized texts.

You can get training data from two sources. The first is training data accumulated through
the application that is running in production.

When a customer service representative corrects the topic of an incoming email, this
change is added to the training data.

After the messages are reviewed and approved, they are used to rebuild the topic model.
Also, you can choose to import data, provided you have accumulated data in the past.
The file must contain the message and the associated topic.

A B C
1 |content result type
20 |Effective 11/28/17 please change mailing address to ' Action > Account Address Change Test
21 |Please amend the mailing/billing address to the follow Action > Account Address Change Test
22 |Confirm - mailing address: 1430 E 33rd St., Signal Hill Action > Account Address Change Test
23 |Effective 8/28/17, please change the insured's mailin] Action > Account Address Change Test
24 | Per our insureds request, please issue the following cl Action > Account Address Change
25 |Effective 8/25/17, please correct the mailing address Action > Account Address Change
26 |Effective 8-16-17 please amend the mailing address £ Action > Account Address Change

27 |Please amend the mailing address. Action > Account Address Change
28 |Effective 8/28/17 please change the mailing and billir Action > Account Address Change
29 |AMEND insured's MAILING ADDRESS to read: Action > Account Address Change
30 |Effective: 08/01/2017 Please amend mailing address Action > Account Address Change
31 |Please update mailing address per the below: Action > Account Address Change

32 |We have received a request to change your mailing a Action > Account Address Change
33 |Please change mailing address to read: 197 Warren £ Action > Account Address Change
34 |Please change the mailing address as per the attache: Action > Account Address Change
35 |Please amend mailing & billing address to 3253 Phillip Action > Account Address Change

28



Notice that training data for the address change and the complaint topics are in the
pending state.

You can now rebuild the models.

You can select individual models or rebuild all models across model types and languages.
While training is in progress, you have the option to cancel.

When the process completes, you can view the latest model report on the Models tab.
The report contains the validation data, the confusion matrix, and the score sheet.

The topic detection now uses machine learning models based on the training data and the
keywords provided for the address change and complaint topics.

Outcomes

Taopics Entitias Sentimants

English »
Topics Total keywords Total training data F-score
A A Address C ge &2 (0 pending Y

Close Account 0 (0 pen

A mplaint 84 (0D i o
Action = Report a lost or stolen card 13 0 (0 pending)

The Should words and Must words act as positive features for matching text to a topic,
while the Not words act as negative features.

But the training and testing data have the greatest impact on your machine learning model,
while keywords have a smaller impact.

Once the models are rebuilt, you can test the prediction.
Notice that the topics are detected with a confidence score below one.

In this case, the topic message is recognized as a complaint with high confidence. The
address change topic is detected, but with a lower confidence score.

When multiple topics are detected in a message, comparison of the confidence scores
allows selection of the one with the highest priority.

29



Topic T Sentimentr SentimentscoreT Model name T Model typeT Confidence score

Action = Complaint Meutral -0.25 U+ Bank customer support Pega NLP 0.75
Action = Account Address Change  Meutral -0.25 U+ Bank customer support Pega NLP 0.25
Action = Report a lost or stalen card Neutral 0.25 U+ Bank customer support Pega NLP 0.00

The other outcomes of the text prediction are the entities detected, such as an email
address and the sentiment of the message.

Output & g

| am happy to inform you that | found a new house, The address: 330 West Warren Blvd . Inving.

Alsg, | have a new email: sara@gmail.com [geguy RN gs Ry RN =Tyt s T N s R [ =T Sy
The amount is small. but could you please check?

Sentiment indication

Positive Negativel Meutral

You have reached the end of this demo. What did it show you?

e How Pega Customer Service routes incoming emails to the appropriate department
based on the topic of the email.

e How text predictions work to predict the topic and sentiment of a message and
detect entities.

e How to train a topic model and use machine learning to identify the topic correctly.
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Using entity extraction with chatbot
channel

Description

Better understand the key features and benefits of entity extraction with chatbot channel.
Use this module to learn how to enable the chatbot to handle ticket cancellation requests
by training a text prediction that drives the chatbot. The chatbot detects the topic of a
message, extracts all relevant entities, and creates a case that the Customer Service
Representative (CSR) in the CSR portal can handle later.

Learning objectives

Describe how Pega Chatbot uses natural language processing to determine the topic
of inbound message and extract entities

e Configure the chatbot channel
e Explain the out-of-the-box entity extraction models

e Train the topic detection and entity extraction models
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Training predictions for chatbot
Introduction

Web Chatbot is a feature in Pega Customer Service™ that allows your customers to enter
guestions or requests in a chat window that is accessible from a customer-facing web page,
and then receive answers and guidance.

In a web chatbot session, the chatbot responds to a customer request, such as / want to
cancel a ticket, by detecting the right topic with machine learning. The chatbot then walks
the customer through a set of questions. The chatbot gathers the required information by
leveraging entity extraction models. Learn how to train these topic detection and entity
extraction models.

Transcript

This demo shows you how to train a text prediction to enable the chatbot to handle ticket
cancellation requests.

U+ Air uses machine learning to identify the topic of the incoming message and detect
entities such as ticket numbers.

Machine

Learning

A text prediction that aims to detect the topic and entities included in the message drives
the chatbot.

For example, when Troy, a customer, sends a message to the Airline chatbot that he wants

to cancel his ticket, the text prediction detects the topic of the message and runs the Cancel
a ticket case type that an application developer preconfigured in the system. The case type
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contains the conversation flow that the chatbot uses in conversation with Troy. Notice the
conversation elements such as Ask a question or Send a message. Observe how the
chatbot follows the conversation flow during interaction with Troy.

Do you want to How can we assist
cancel your ticke... - Else - you?

Yes

Please type in your
# ticketnumbe... Default »

Validation failed

h J
We need to
transfer your

rec‘s.t...

The prediction detects the ticket number entity that Troy provides, and then asks for
confirmation.

Notice that the chatbot skips the Please type in your ticket number question because the
text prediction detected that Troy provided the ticket number in the first message.

See how the chatbot reacts if Troy does not provide the ticket number in the first message.
Instead of skipping the question, the chatbot asks Troy to provide the ticket number.

Once the conversation ends, the chatbot saves the necessary information and routes the
case to an appropriate Customer Service workbasket.

Case life cycle
View: Steps, Personas, Data, Releases (ALL) -

£ Send to queue + STAGE

Create Digital Messaging Send to queue
Digital Messaging-Create E Route to work queue
Change To Next Stage -+ STEP
-+ STEP
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Note that the case contains the ticket number extracted by the text prediction during the
conversation with Troy.

To make the chatbot available to customers, you first configure the digital messaging
channel in App Studio.

Notice that the Cancel a ticket case type is specified. This is the same case type that
contains the conversation flow that the chatbot uses in the conversation with Troy. The
Create case command represents the topic in the text prediction. The chatbot triggers
the case type creation when the text prediction detects this specific topic.

Case type » Create case command %

Cancel a ticket cancel ticket

The topic detection and entities extraction are driven by a text prediction that is
automatically generated after chatbot channel creation. Data scientist builds the models in
the prediction in Prediction Studio. Models learn with training data. In this scenario, the
training data contains three topics: action book ticket, action cancel ticket, and action
reschedule. Besides topic detection models, the prediction contains entity extraction
models that extract necessary information from the incoming chat message.

Notice the existing pySystemEntities model. It is an out-of-the-box entity extraction model
that contains basic entities; you cannot modify it. To add a new entity type such as ticket
number, you create a new entity extraction model.

Entity ~+ Add model
Name Type Included languages Data Status

pySystemEntities Pega-NLP English ALLZ

After creation of the new model, you can create a new entity.

U+ Air determines that using Rule-based Text Annotation (Ruta) scripts is the best choice to
detect the strict ticket number pattern. Ruta is a rule-based script language which detects
keywords and phrases that follow specific patterns.
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Notice the rulescript that detects the ticket number. This script detects ticket numbers that
follow a strict pattern of two letters followed by three digits. In case of a rescheduled ticket
or human error, the application also needs to detect unusual ticket number patterns. For
example, a dash in between the letters and numbers, or three letters and three digits. Using
Ruta with machine learning can achieve this business outcome.

New entity e

Custom Pick from list

V name Entity mode

ticket_number Airline_entities

Machine learning RUTA Keywords

Enable RUTA

1 CAP{REGEXP("..")}NUM{REGEXP("...") -> MARK(EntityType,1,3)};

Cancel save

A machine learning-based model must be built to enable machine learning entity
extraction. You add training data to the ticket number entity to build the model; you can
add training data one record at a time.

A training data record is a typical chat message that the customer sends. After adding a
training data record, you manually identify the entities you want the model to recognize. In
this case, JK-294 is a ticket number entity. Optionally, to improve the topic detection model,
you can specify the topic of the message that provides additional training data.

You can also use a batch import from a dataset file to provide additional training data.
Notice the tagging that identifies a specific entity in each record. It is possible to have
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multiple tags to train multiple entity types simultaneously.

ticket number

Machine learning RUTA Keywords

Showing data for entity model : Airline_entities

+ Add training data @

Upload | want to cancel my flight for
confirmation number
Pending training data ~ Review status | BER215
I want to cancel my flight for confirmation num... ~ REVIEWED 0]
B Topic
Please cancel my ticket. Reservation number is...  REVIEWED 0]

Action > cancel ticket
Please cancel my flight. Ticket number is SPM372  REVIEWED Tl

Sentiment
| need to cancel my reservation flight from New...  REVIEWED Tl
Page -
= = Entities
i of 7

After uploading the training data file, you can review each record and ensure that it was
correctly imported. The correct ticket number entity and topic are flagged.

After uploading the dataset, build the models. Notice the New F-score for the Airline and

Airline_entities models. Now, the entity extraction model can also detect unusual ticket
number patterns.

Model training report

Date
3/24/22 9:20 AM

Language Model name Outcomes Status Previous F-score New F-score

English Airline Topic Completed 0.8 B
English Airline_entities  Entity Completed 0 1 T
Close

To enable the chatbot to use the extracted entity in the created case, an application
developer maps the entity to a case property in a case command.
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The system uses this property in the Cancel a ticket case type.

Response configuration X

Response  Text analysis  Entities extraction

Map entities types to Cancel a ticket case model.

Entity Case property

ticket number ~ || ticket number ~ ;

-+ Add mapping

With all models in the text prediction built, and all necessary properties mapped, it is
possible to see in full detail how Pega natural language processing (NLP) works. The digital
messaging interface has a built-in preview console that simulates the chatbot. After sending
the | want to cancel my ticket number AA562 message, you can turn on the Show
Analysis switch to see the chatbot details. In this case, the chatbot detects the topic of the
message with 94% confidence. The confidence score, which is a value from 1 to 100,
represents the confidence of the prediction. The chatbot detects the ticket number entity in
the first message, skips the ticket number question, and then routes the case to a correct

37



workbasket.
Preview console

('3 Show analysis Re

Language

English

Entity types

Value Type

Yes User input

9:59 AM

ase i ur ti IT i
Please type in your ticket number

Ask (skipped): ticket_number

Value Type
(AAS62 | | ticket_number
9:59 AM

Thank you! The next step in this case has been
routed appropriately.

The case that the chatbot creates is available for review by the customer service
representative in the CSR portal. Notice that because of the detected topic, the system
creates a Cancel a ticket case. The case contains the ticket number extracted by the text
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prediction during the conversation with the customer.
Create (CA-3)

Label
Cancel a ticket
ticket_number #

AA562

City

You have reached the end of this video. What did it show you?
e How to create a chatbot channel.

e How to create a topic detection model.
e How to create an entity extraction model with machine learning and Ruta script.
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